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disinformation. The main goal is to create a consistent model that can
scrutinize text content and determine it as genuine or fabricated.A supervised
~"machine learning method with publicly available fake news datasets is
Fake News Detection, tjlized in the research. Preprocessing of the data is done by tokenization,
Misinformation, News stop-word removal, stemming, and lemmatization. The feature extraction
Verification, Supervised Learning methods like Term Frequency—Inverse Document Frequency (TF-IDF) and
word embeddings are used to transform the text into numerical forms that can
be used in machine learning algorithms. Different classification methods like
Logistic Regression, Naive Bayes, Support Vector Machines (SVM), and
Random Forest are tested for accuracy, precision, recall, and F1-score.Out of
the models that were tested, SVM and Random Forest both reflect high
accuracy and stability in identifying insincere content. The paper further
discusses the role of dataset quality, preprocessing methods, and feature
selection in improving model performance. The research also points out how
a combination of NLP and ML can assist digital platforms, media houses, and
policymakers in fighting fake news effectively.The research indicates that
machine learning, when integrated with sophisticated language processing
technologies, offers a scalable and efficient solution to detecting fake news.
The paper recommends future research directions in the form of integrating
deep learning models and real-time detection systems.
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1. Introduction

The fast pace of technological progress and extensive use of social media platforms in the modern
digital era have revolutionized the way individuals access information and share it with each other.[1]
News that used to need newspapers, television, or radio to be sent out is now immediately accessible
at the touch of a button. [2-3]Although this communication revolution has several benefits, it has also
bred one of the issues with the highest stakes in the 21st century — the spread of false or fabricated
news.[4-5] False news is information that is fabricated or presented in a way to make it untrue, usually
made with the intention of deceiving, influencing public opinion, or for political or economic
benefit.[6-7]

Fake news can have severe repercussions[8]. It can affect the outcome of elections, cause social
disturbance, spread dangerous medical misinformation, and even lead to violence.[9] The COVID-19
pandemic and recent elections worldwide have highlighted how deadly and contagious
misinformation can be.[10-11] Social media algorithms tend to promote emotionally charged or
sensational content, which implies that fake news is more likely to go viral compared to authentic
information.[12-13]

Conventional fact-checking technigues are inadequate to handle the volume and velocity of present-
day online content.[14-15] Slow, labor-consuming human verification of news reports by individual
fact-checkers is impossible to achieve with the amount of information being generated every
minute.[16-17] This creates the imperative necessity of prompt, high-precision automated systems for
identifying and categorizing false news.[18-19]

That is where Machine Learning (ML) and Natural Language Processing (NLP) fit in.[20-21] NLP
offers mechanisms and methods for machines to read, interpret, and process human language, while
ML enables systems to recognize patterns within big data and generate predictions. [22-23]Together,
NLP and ML can be applied to develop models that examine the context of news stories and classify
them as true or false automatically.[24-25]

In this research, we plan to design a fake news detection system that only relies on the textual content
of news reports. [26]The system will apply typical NLP preprocessing methods like tokenization,
stop-word removal, stemming, lemmatization, and feature extraction through TF-IDF.[27-28] The
preprocessed text data will be employed to train different supervised machine learning models such as
Logistic Regression, Naive Bayes, Support Vector Machine (SVM), and Random Forest.[29-30] Each
model's performance will be measured in terms of accuracy, precision, recall, and F1-score to identify
the best method.[31-32]

This study not only adds to the existing body of literature in detecting fake news but also presents a
comparison of various machine learning methods for use on a real-world scenario. [33-34]The
objective is to determine the most optimal and accurate model that can be utilized by media outlets,

technology corporations, and researchers for mass deployment in real-time contexts.[35-36]
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By meeting the challenges of false information using a data-driven and scalable model, this research
aims to enable more educated societies, assist journalistic integrity, and increase public confidence in
digital content.[37-38]

1.1 Background of the Study

The world today is a world of quick dissemination of information thanks to social media sites, online
news websites, and instant messaging platforms.[39-40] Whereas these technological innovations
have made information more accessible and has democratized access to information, they have also
been responsible for a major challenge: the extensive spread of false information.[41-42] Fake news is
made-up or false information that is posed as real news with the aim of deceiving readers.[43] It has
significant social, political, and economic impacts such as manipulation of public opinion, provoking
violence, and disturbing democratic processes.[44-45]

The growing spread of misinformation during big events — national elections, pandemics (e.g.,
COVID-19), and social movements — has laid bare weaknesses in our information system. [46-47]
Fact-checking traditionally is accomplished manually by reporters and specialists, a labor-intensive
and finitistic process. [48-49]With the sheer quantity of information being published each day, there is
an urgent need for machine-based fake news detection systems that can scale.[50]

Natural Language Processing (NLP) and Machine Learning (ML) have proven to be useful weapons
against false news.[51-52] NLP allows computers to read and understand human language, while ML
permits them to learn from data and make predictions. [53]With these technologies combined, one can
create models that classify news content automatically into genuine or false, depending on linguistic
patterns, context, and structure.[54-55]

The work here is centered on designing an artificial news detection system that uses text-based
features from news stories and feeds them into machine learning models.[56-57] The data is prepared
using techniques such as tokenization, stop-word elimination, stemming, lemmatization, and
vectorization (TF-IDF). Various classification algorithms such as Logistic Regression, Naive Bayes,
Support Vector Machines (SVM), and Random Forest are tested to determine the best model.[58-59]
By this research, we hope to make an active contribution in providing a useful and effective solution
to identify and limit the propagation of false news by harnessing the potential of Al and data science.
[60-61]

1.2 Problem Statement

Social media and online platforms have made it alarmingly easy for individuals and groups to publish
and distribute fake news. [62]Online content bypasses that mechanism of formal checks compared to
traditional media outlets and thus carries the risk of diffusion of misinformation. [63]Fake news
spreads very fast, especially if it is emotive, sensational, or politically charged, that its spread

becomes mass-scale misinformation.[64-65]
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Manual fact-checking is not scalable or timely, particularly since the amount of news stories and posts
published every day is a lot.[66-67] Also, imitation news has the same style and structure as real news
and is not easy for even readers to identify.[68-69] This poses a serious challenge to the credibility of
journalism, public trust, and societal coexistence.[70]

While a number of machine learning and NLP-based fake news detection models have been
presented, most of them face issues with accuracy, scalability, and ability to work across various
languages and formats.[71-72] Other models also rely on metadata such as URLSs or source reputation,
which is not always available.[73]

Hence, the main issue being tackled by this research is:

How can Natural Language Processing and Machine Learning methods be used to detect
automatically, accurately, and effectively fake news based solely on the text content of the news
story?

By emphasizing linguistic patterns and ML classifiers, this paper seeks to develop an understandable
and stable model that works well on diverse datasets and news topics.[74] The final aim is to
contribute to scalable and real-time fake news detection that can be added into digital news

verification platforms.[75]
1.3 Study Objectives

e To research the increasing influence of fake news in society and digital media.

e To investigate NLP methods for text preprocessing and feature extraction.

e Toapply and contrast different ML algorithms for news categorization.

e To measure the performance of classifiers using accuracy, precision, recall, and F1-score

e To outline an efficient method for automated fake news detection

1.4 Scope and Limitations
Scope:
e Text-based fake news detection is the focus.
e English-language datasets are employed.
e Classical ML algorithms with NLP features are utilized.

e Performance is measured through experimental comparison.

Limitations:
e Multimedia-based fake news (e.g., images/videos) is not considered.
¢ Real-time detection not covered in this research.
e Language-specific; non-English articles excluded.

o Depending on quality and bias of datasets used.
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1.5 Importance of the Research

e Aids in the fight against misinformation and disinformation online.

e Aids media publications and fact-checkers in early identification of fake news.
o lllustrates practical applications of NLP and ML in social issues.

e Presents a comparative study of ML algorithms for text classification.

e Provides insights into designing scalable, data-driven fake news detection systems.

2 Review of Literature

2.1 Overview of Fake News and Impact
e MetaFact Initiative (2024-25): Creates conversational NLP applications to identify
misinformation passed through WhatsApp (India's main vector), though precision is limited
by small regional language datasets.[76]
o Research by Christ University scholars highlights that WhatsApp fake news tends to be
images or brief texts, so that absolutely pure NLP methods will fail in most Indian

scenarios.[77]

2.2 Natural Language Processing for Fake News Detection

e Kar etal. (2020): Multi-Indic BERT model for Hindi and Bengali tweets, achieving ~89%
F-score through fine-tuning and zero-shot learning methods .[78]

e Hindi Fake News Fact Checker (2023) by Baisla et al.: Combined Gaussian NB, K-NN,
SVM, LSTM; Random Forest marked 82.35% accuracy on Hindi news links dataset (~2,200
samples).[79]

e Polu etal. (2024): Al system integrating transformer models (BERT, RoOBERTa, XLNet) with
graph-based contextual information and adversarial robustness; the performance is reported
with state-of-the-art results on Indian news datasets.[80]

e MMCFND (2024): Deep system for multimodal, multilingual detection of fake news in Indic
languages of low resource; utilizes image captions and cross-modal representations in seven

languages.[81]

2.3 Machine Learning Algorithms for Classification
¢ Rajalakshmi & Nithin (2024): Compared Naive Bayes, Logistic Regression, Random Forest
on Indian news datasets; RF gave the highest accuracy, scalability, and computational
efficiency.[82]
e Although from international literature, conventional ML outputs are tested in Indian contexts
through Tiwari & Jain (2024)—RF and LR perform better than Decision Tree.[83]
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o Additional undergrad-led work from Arya College (Simran et al., May 2025) tested SVM, RF,
LSTM, BERT; identified strengths of transformer-based classifiers but flagged fairness and
bias concerns .[84]

2.4 Previous Studies and Research Gaps

FactDRIL dataset (2021): A multilingual fact-checking dataset covering 11 Indian languages;

establishes need for regionally inclusive models .[85]

e Studies by Delta labs and community initiatives (2024—-25) emphasize the shortcoming of
state-of-the-art NLP tools in dealing with short, image-heavy WhatsApp misinformation
types.[86]

e There are few Indian studies that consider multimodal inputs (image + text) for detection—
MMCFEND (2024) starts filling this void[87]

e Explainability and adversarial robustness are not well-explored in Indian settings; Polu et al.
(2024) put these down as being key to trust and reliability.[88]

o Early inference and deployment in real-time streaming platforms is not common: the majority
of models are batch classification-oriented instead of early-warning systems.[89]

e Cross-lingual generalization across Indian languages is limited even with benchmark datasets
(such as FactDRIL); Indian work hardly considers models outside Hindi/Bengali.[90]

e The effect of societal bias and fairness in local languages is hardly incorporated into

modeling—albeit other NLP fairness efforts by Bhatt etal. (2022) offer a contextual

consideration for India.[91]

3 Research Methodology
3.1 Research Design

The study takes an experimental and applied research approach grounded on a supervised machine
learning methodology. A database of real and fake news articles is analyzed with Natural Language
Processing (NLP) techniques and several machine learning algorithms like Naive Bayes, Random
Forest, and Logistic Regression. The study is quantitative and descriptive in scope, with an emphasis
on text analysis of the news data, pattern discovery, and classification of fake vs. real news through
feature extraction methods.

3.2 Data Collection Method

The data was gathered from open-source news data sets like:

Kaggle's Fake News Dataset

India-Specific Fact-Checked News from BOOML.ive, AltNews, and PIB Fact Check

These data sets contain headline, content, author, and date with labeled tags as Fake or Real. Extra

data was crawled from Indian news websites and fact-checking websites.
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3.3 Sample Size
Total 2,000 news articles were employed:
1,000 labeled as "Fake"
1,000 labeled as "Real"
The concerns were taken to ensure representation was balanced across political, health, entertainment,
and social issues.
3.4 Data Analysis Tools
e Analysis was done using percentage-based comparison of performance metrics and
classification outputs. Key steps:
e Preprocessing involved tokenization, removing stopwords and lemmatization.
e TF-IDF vectorization for feature extraction
e Training using ML models

e OQutput classification accuracy as represented by the cases correctly predicted in

4 Data Analysis
Table 1: Accuracy of Different ML Models

Algorithm Accuracy (%) Fake News Real News Detected
Detected Correctly Correctly (%)
(%)
Naive Bayes 84% 81% 87%
Logistic Regression  89% 88% 90%
Random Forest 92% 93% 91%
Chart Title

NAIVE BAYES LOGISTICREGRESSION RANDOM FOREST

m Accuracy (%) ® Fake News Detected Correctly (%) Real News Detected Correctly (%)
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Interpretation: Random Forest performed best overall, especially in detecting fake news with 93%
accuracy.
Table 2: Performance on Different Categories

Category Fake News Detection Rate Real News Detection Rate
(%) (%)
Political 94% 92%
Health 88% 85%
Social 89% 90%
Entertainment 87% 86%
Chart Title
94% | 92% 88% | 85% 89% | 90% 87% | 86%

POLITICAL HEALTH SOCIAL ENTERTAINMENT

® Fake News Detection Rate (%) ® Real News Detection Rate (%) Column1l

Interpretation: Political and social categories show higher accuracy due to clearer linguistic patterns.

Table 3: Feature Importance (Top Keywords)

Word/Term Contribution to Classification (%)
“breaking” 22%
“shocking” 19%
“confirmed” 17%
“government” 15%
“modi/rahul” 13%
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Contribution to Classification (%)

B “breaking”

H “shocking”

m “confirmed”
B “government”

® “modi/rahul”

Interpretation: Highly emotional and political keywords strongly influence fake news classification.

Table 4: Source Analysis

News Source % Fake News Articles %0 Real News Articles
Social Media Posts 76% 24%
Official Portals 12% 88%
Blogs 65% 35%
Chart Title

SOCIAL MEDIA POSTS OFFICIAL PORTALS BLOGS

B % Fake News Articles ™ % Real News Articles Columnl

Interpretation: Social media is the most prominent source of fake news.

5 Findings

The research showed that machine learning models, particularly Random Forest and Logistic
Regression, are greatly successful in identifying hoax news articles with more than 90% accuracy.[92]
NLP enabled thorough textual analysis, where certain patterns of language as well as keyword
frequency played a key role in determining if the news is fake or authentic.[93-94]

Among different types of content, political news led the pack in the production and dissemination of
fake news, particularly on social media. [95-96]This is because political discussions are high on
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emotions and are easily manipulated through brief texts and false headlines.[97] Health
misinformation, particularly during health crises such as COVID-19, also had a high rate of fake
content.[98]

Preprocessing techniques such as TF-IDF vectorization, stopword elimination, and lemmatization
played an essential role in model performance.[99-100] Models trained on filtered and feature-
extracted data were much more accurate than models trained on raw text.[101]

Feature analysis revealed that sensational words such as "breaking”, "shocking"”, and "confirmed"
tended to be used in fake news.[102-103] The most frequent source of misinformation was the social
media channel compared to verified portals or government agencies.[104]

Random Forest classifier was superior to others because it could process high-dimensional data and
prevent overfitting.[105] Naive Bayes, despite being very fast and simple to use, was less accurate
because it made the independence feature assumption.[106]

This research also underlines the necessity of regional adaptation: models must be calibrated with
language-specific content, particularly for multilingual environments such as India. [107-108]An
interesting fact was that fact-checked datasets significantly enhanced model accuracy, which

emphasizes the necessity of well-curated data sources.[109]
5. Conclusion

The research effectively demonstrates that combining Natural Language Processing (NLP) and
Machine Learning (ML) can significantly enhance the detection of fake news in the Indian
context.[110-111] Among the tested algorithms, Random Forest emerged as the most reliable and
accurate, followed by Logistic Regression.[112-113]

Text-based features extracted using NLP techniques, especially TF-IDF, played a crucial role in
identifying misleading content. [114-115]Through preprocessing and data cleaning, the models were
able to focus on relevant linguistic features that typically characterize fake news—such as emotionally
charged words, political keywords, and sensational language.[116]

The study also underscores the alarming role of social media platforms in circulating
misinformation.[117-118] Compared to official portals, social platforms had a higher prevalence of
fake content, especially in categories like politics and health.[119-120] This calls for stricter
monitoring, Al-enabled content moderation, and increased public awareness.[121-122]

One key takeaway is that automated systems, while highly accurate, must be supplemented by human
oversight and fact-checking databases to ensure credibility. [123-124]Additionally, as fake news
evolves in form and content, especially with the rise of Al-generated texts and deepfakes, detection
systems must continually adapt using newer models and real-time learning capabilities.[125-126]

This research can serve as a foundational framework for government agencies, social platforms, and
researchers in developing effective, scalable fake news detection systems.[127] It contributes both to

academic discourse and practical implementation.[128]

Corresponding Author: : juraevdavronl2@gmail.com Page |284


mailto:juraevdavron12@gmail.com

Y The Chitransh Academic & Research Volumel | Issue 4 | September 2025

6. Discussion

The findings open up a series of avenues towards broader discourse. High performance on the part of
machine learning models opens up a series of opportunities where technical solutions can play a vital
role in countering the fake news epidemic.[129] However, the lack of real-time deployment, even
upon messaging platforms like WhatsApp, does limit the practical applicability.

Issues of language and region-specific challenges in the Indian context are key topics. Most models
replicate on either the English or the Hindi datasets. Fake news for other languages such as Tamil,
Marathi, or Bengali will be entirely underexplored, leading to a gap in nationwide applicability,
requiring future systems to be multilingual adaptability-oriented.

Another challenge is contextual understanding. While current models capture keywords and term
frequencies, they may misclassify satirical or sarcastic content as fake, leading to false positives.
Integrating semantic analysis or transformer-based models like BERT or RoBERTa could mitigate
this issue.

Moreover, there are ethical considerations related to Al-based moderation. Overreliance on automated
systems may constrain freedom of expression if the models are biased or ill-trained. There is a need
for explainable Al, XAl, that will provide clarity in classification decisions.

Lastly, there's a growing concern over Al-generated misinformation (e.g., deepfakes and GPT-
generated fake news). Traditional models may fail against such content. This requires a hybrid
strategy combining NLP, multimodal data (images, audio), and user-reporting features.

The discussion concludes that while the current models provide strong accuracy and reliability in
detecting fake news, continuous model training, human involvement, and ethical guidelines are

essential for sustainable implementation.[130]
7. Suggestions

e Utilize multilingual datasets for broader usage across Indian states.

Combine BERT/RoBERTa with attention mechanisms for better contextual understanding.
e Construct real-time detection tools deployable on social platforms.

e Partner with fact-checking organizations for real-time data.

e Use Explainable Al to enhance public trust and transparency.

e Integrate image and video analysis for multimodal fake news detection.

e Facilitate public awareness and digital literacy campaigns.
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